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SUMMARY

This paper gives a brief decription of the man andytic tools and agpproaches to
modding found in peasond lines pridng literature and employed by the insurance
business.

Rating methodology has evolved over the years into a wel-defined science, and
traditiond daigicd methods such as regresson andyss continue to be the predominant
modeling tool of choice However, with the advent of new technologies such as GLM
(Generdized Liner Modd) Neurd Nework and Decison Trees, actuaies ae
endeavoring to improve upon exising modds by augmenting thar traditiond tools with
the latest technology. Even in companies where traditiona regresson ill prevails for the
purposes of rating, actuaries are udng daamining technology to better establish and
characterize rdationshipsin their data for both underwriting and pricing decisons.

The am of this aticde is the comparison of parameric and non-parametric datistica
methods gpplied to the same database. In generd, there are vishble differences between a
paametric and a nonparametric curve edimate. It is therefore quite important to
compare thee methods, in order to see which one is more goproprigie and in which
Cases.

In fact, the use of dl these techniques makes it possble to invedigate phenomena
characterized by a complex informative parrimony. The reason why these dHatidica
methods are widdy used lies in ther powe of synthess ther dbility to cary out
complete andyss and their darity. In fact, the purpose of these techniques is to
investigate whether data under review can be represented by some relation between
paanges and find the Implex possble solution which, however, does not lose the
power to predict future trends of the phenomena under sudy.

The stope of the andyss is the definition of a technicd taiff, usng dl the raing
parameters about the policyholder and the owned car. The nature of the data and the
problems faced, normdly determine the choice of the andytica technique. In our case
the database contains information of different nature and importance, which must be
appropriatey consdered and summarized.

The multivariate andyds (parametric or non-parametric, it does not maiter) identifies the
dependency and interactions among thee vaiables, even when ther rdaionship is not
obvious It makes then posshle to present a synthess of explanaory vaues, which
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minimize the varigblity of red data and isolate the effect of each variable with respect to
al the others.

The results obtained with the parametric methods (Generdized Liner Modd — GLM),
and those obtained with the non-parametric ones (CART, CHAID, Neurd Networks) will
be compared in terms of:

m practicd gpplications and fadility of usage;
m goodness of fit among the estimates, when possible.

The comparison in terms of how easy each method is for the agpplication in the insurance
fidd is rdaivdy smple Much more difficult is the comparison in terms of test daidics.
In fact, it is surprisng tha, dthough the non-parametric goproach in modding regresson
relationships has received a lot of atention recently, there are only a few theoreticd
results on how to compare parametric with non-parametric fits. In some cases, we need
the use of Bootdtrap techniquesto do it.

Wha can a GLM modder learn from Neurd Network and Decison Tree procedures and

how can a Neurd Network be used to extend a GLM modd? These are the quedtions
discussed on this paper.
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Resumen

Eda comunicacidn condituye una breve descripddon de las principdes herramientas
anditicas y planteamientos dd moddado que s encuentra en la literatura de precios de
lineas persondes'y empleada por € mundo de seguros

La metodologia de esimacion ha evolucionado a lo largo de los afios como una ciencia
bien definida, y los mé&odos tradiciondes de edadidica, tdes como andiss de regreson,
sguen sendo la herramienta de modelo predominante de eleccion. Sin embargo, con é
advenimiento de nuevas tecnologias, tdes como Arboles de Decison y Red Neurd GLM
(Generdized Liner Modd — Moddo Lined Generdizado), las actuaiss £ edtan
empefiando paa mgorar con rdadon a los moddos exigentes aumentando sus
herramientas tradiciondes con las més modemnes tecnologiass Hasta mismo en compafiias
donde la regresdn tradiciond todavia prevdece paa la findidead de egtimecion, las
actuarias eddn utilizando tecnologia de minado de daios para edtabdecer mgor 'y
caacterizar relaciones en sus datos tanto para decisones referentes a precio como a
Seguro.

La findidad de ege aticulo es la de compaar méodos edtadigticos paramétricos y no
paamétricos gplicados d mismo banco de daos En generd, hay diferencias visbles
entre una edimativa de curva paramétrica y no paramérica. Portanto, es muy importante
comparar esos metodos para verificar cud es e més gpropiado y en qué casos.

En redidad, € uso de todas edas técnicas hace posble invesigar fendmenos
caracterizados por un parimonio informaivo complgo. La razdn por la cud edos
métodos estadigticos son muy usados e encuentra en sU poder de sintess, su habilidad de
redizar andiss completos y su daridad. En redidad, la findidad de tdes técnicas es la
de invedigar 9 los daos que s etd andizando pueden s representados por aguna
relacion entre pardmetros, y descubrir la soludon posble mas sendilla que, sn embargo,
no pierde € poder de predecir tendencias futuras del fendmeno que se esta estudiando.

El anbito dd andiss es la definicon de una taifa técnica utilizando todos los
parametros de estimacion sobre asegurados y @ coche que se posee. La naturdeza de los

datos y los problemas enfrentados normamente determinan la deccion de la técnica
anditica En nuestro caso, € banco de datos contiene informeciones de naturdeza y
importancia didinta, que se debe congderar y resumir de forma gpropiada

El andiss multivaiado (paramétrico o no paamérico, no importa) identifica la
dependencia y interacciones entre esas variables hasta mismo cuando su relacion no es
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evidente. A hace que sea poshble presentar una sintesis de vdores explicativos, o que
reduce d minimo la varigbilidad de datos redes y adda € efecto de cada varigble con

relacion atodas |as otras.

Los resdltados obtenidos con los méodos paraméricos (Generdized Liner Modd —
GLM) y aguelos obtenidos con los no paraméricos (CART, CHAID, Redes Neurdes)
serén comparados en téerminos de:

m  Aplicaciones préticas y facilidad de uso;
m Cdidad de moldes entre las estimativas, cuando posble.

La comparacion em términos de lo f&dl que @da méodo es para la gplicacion en d aea
de seguro es reldivamente sencilla Mucho més dificl es la comparacion en términos de
edadidica de prueba En redidad, es sorprendente que, aunque € planteamiento no
paamérico en reaciones de regresson de moddado recibid mucha aencidn
recientemente, existen 0lo agunos resultados tedricos sobre cdmo comparar moldes
paraméricos con no paraméricos. En agunos casos necesitamos € uso de técnicas de
“Bootgrap” para hacerlo.

¢Qué puede aprender un modeador GLM con procedimientos de Arbol de Dedision y
Red Neurd, y cdmo s puede utilizar una Red Neurd para extender un moddo GLM?
Son edtas las cuestiones discutidas en este articulo.
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1 INTRODUCTION

This paper discusses the main datisica techniques used for predicting behavior in motor
insurance. We will firg explan three datamining techniques in ddal — Generdized
Liner Modds (GLMs), Decison Trees and Neurd Networks — and provide a
comparison.

Current prectice and methodology in the internationa insurance market can on the whole
be conddered ddidicdly unsophidicated. Traditiond regresson methods dill preval for
the purposes of rating in most insurance companies. With the advent of new technologies
such as GLMs, neurad networks (NN) and decison trees (CHAID, CART), actuaries are
in the process of augmenting their traditiona tools with the latest technologies.

According to Mano (1996), automobile insurance presents wide fluctuations in Brazil.
The same trend can be obsarved in other countries such as Itay, Germany, Spain and
Jgpan. Different experiences can be seen in Anglo-Saxon countries and in France, where
cdam pahs show dggnificantly Seadier trends. Severd aspects have been contributing to
this dynamics, such as the issue of new laws, incentives to successful experiences in the
form of discounts given by companies, dteraions in dam cods caused by Spare-parts
price vaiaions labor-cost variability etc. One mgor recent issue was the trandtion from
regulated systems to de-regulated onesin Motor TPL (see Itdy, Germany and Jepan).

It is quite cdear tha the time interva between the cdculation of the premium and the
decisor-meking about the tariff-satting should not be too long. This makes it possble to
assure higher gability in the experience obsarved and to dlow the gpplication of results
in red time. The use of digant experiences should adso be avoided, snce they do not
reflect current or future conditions to which results could be gpplied. It is dso preferable
not to use excessvely short periods because this can make andyses more subject to
undesirable influences of random effects, present in the observed phenomena This leads
to lower gability levesin the resulting gatistics.

Evay insurance company is unigue in dze and organiztion, and have different
underwriting and marketing philosophies. They handle dams ther own way and have
different means of didribution. Therefore it is essentid that built pricing modes reflect
those characteridics and that methodologies be cgpable of adapting to changes occurring
in the market.
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2. STATISTICAL METHODSIN MOTOR RATING

Seveard papers have been written on motor insurance making use of daigicad modding,
many of them published over twenty years ago. Ther authors focus modly on dam
related figures and pay little atention to the sze of dams Discussons ae centered
manly on whether an additive or multiplicative modd should or not be usad in rdding
the damfrequency to rating factors. Brockman et a (1992) presented a review of some
of these papers.

Brockman et d. comments (1992, p.457) that it is rather surprisng that actuaries have not
edablished themsalves more firmly or that they have not been more widdy accepted by
the market as the ones with an essentid role to play in the pricing process of motor
busnesses. We bdieve that motor insurance, which is the largest sngle dass of persond-
lines business in the mgority of the countries, is the one where the actuarid taent should
be utilized to the full.

Since Brockman and Wright (1992), the use of GLMs has become much more common
in certain European countries and we believe these results are not being fully exploited In
Brazil. In this paper we will explain how the results of GLMs can be more effectivey
employed.

We will adso discuss the use of other datamining techniques, such as Decison Trees and
Neurd Networks in persond lines pricing. All these techniques require subdtantid data
andyss. However, even usng powerful datamining techniques, some rdationships and
iterations in the data may 4ill remain out of Sght, owing to the presence of one or more
of the following conditions

m Dataare not properly aggregated;

m Dataare not prepared for anayss,

m Rdevant data are non-exigent or of poor qudity;

m  Rdationshipsin the data are too complex to be seen readily via human observation.

Given dl thexe isues how can the generdizetion obtained with dl the dHatidica
techniques be honestly assessed usng the data a hand? All the prediction modds (both
paamdric and non-parametric) are talored to fit the data as wdl as possble In data
mining, the sandard srategy for honest assessment is to split the data in separate parts.
While one portion is used for fitting the mode (this is cdled the training set), another one
is reserved for the assessment (the so-cdled “teting s&t”). The portions will reflect the
Sze of the data st used. It can vary from 90% - 10% to 50% - 50%, depending on the
Sze of the analyzed data set.

One way to compare the results obtained with the different datisticd methods is to verify
each one's peformance on the testing set. In some ddidicd techniques, it is useful to



Trans 27" ICA 2002 CristinaMano, Elena Rasa (Brazil)

cregte a third patition (generdly cdled the “vdidation s&t”), which in some Studions
can be used for monitoring and fine-tuning the modd in order to improve its performance
on the testing set. One example of datidicd technique where it is important to have a
vaidation sat isthe NN.

However, data plitting is ingfficient when usng smdl or moderate daa sdts. The
reduced size of the sample can severdy degrade the fit of the modd. Computer-intensve
methods such as crossvalidation and bootstrap have been developed o that dl the data
can be used for both fitting and honest assessment.

3. THE REAL WORLD

In this section, we want to emphasize the importance of obtaining the best possble tariff-
sructure from the data avalable The maket of private vehides is in fact vey
competitive, even if the productivity is raher low. Therefore, it is essentid that the
premium goplied to each segment mirror the actud rik, 0 tha we can not only avoid
triggering the antrselection phenomena but dso identify particular niches tha may turn
out productive.

There are two important agpects in premium raing that need to be conddered: fird, the
definition of the reaive premiumlevd. For example it is important to charge the far
premium for old drivers rdaive to young drivers. The second aspect is that the overdl

premium-level must be gopropriate to meet profit objectives.

The find ddidicd modd is obtaned udng multivaiae andyss and having separaed
the systemaic component from the noise, it dlows the identification of a synthess of the
data But it is necessary to remember that an optimad modd does not exis. However,
there may be severd satifactory modds and among these, we shdl choose the one that
best meets the “smple but good” condition.

In addition to the difficulties that are normaly encountered in modding, there are other
problems in the red world that produce digortion in our edimates. One of them is the
presence of missng vaues in the data This heppens when some levels of the parameters
used in the edimation process are not completely coded or when the risk-experience is
influenced by a variadle that is not present in the data st. Each paticula ddidicd
technique will use a different method to adjust such missng levels.

Gengrdly spesking, it is extremedy important to have goodqudity data in tems of
coding, because missng vaues potentidly cause two problems The fird is tha some
features of the underlying risk-gructure may be masked and ther influence may be made
indiginguishable from the generd “noisg” found in the dala The second one is tha the
results of the parameters may be didtorted, particulaly when the poorly coded parameters
are correlated with other coded parameters.
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For these reasons, an accurae andyss of the risk parameters is extremely important to
produce an indght as to the dructure of the portfolio. In this respect, the one-way
andyss not only helps us better understand the data but dso provides us with a tool for
the choice of variables to be included in the multivariate phase.

Andyzing the dze of the dam is another important step in the preparation of the daa for
the multivarigte andyds One tool commonly used for this purpose is the higogram of
the log of the damrgze didribution, which dlows checking for very large dams or

dugered dam-sze. There are two Stuations that can produce cdudered cdamszes. The
fird reason is some sort of censoring of the dams (for example a cgp for very large
clams). The second reason may be the use of afixed claim amount.

For example, if a large pat of the dams cog in the database is made up from the
company’s case-edimation procedures we may find a dandard reserve-amount for
catan types of cam. Thee dtuations potentidly affect rdaive rateindications in a
least two ways.

m the datigticad models may not detect the true underlying risk-structures,

m the company’'s case-edtimates may prove too high or too low compaed to the
eventua cost of settlement. If any reserve miscdculation is concentrated across
certain levels of certain parameters, rdaive rate indications will be distorted.

In this respect, an important issue concerning multivariate andyss is the use of more
than one datigtical year in the edimaion process. This means tha we should use the
cams experience coming from different years whenever it is avaladle. In fact, the
datigtica year reflects some important factors that may influence both the daim-number
and the dam-size:

®  |[BNR and nil-dams
m inflaion-rate

m changesin case estimation procedures over time

In order to avoid the effect of these factors being erroneoudy “explained” by other risk
parameters in the modd, we need to use ddidicd year as one of the vaiables in the

modding phese.

Other important issue is how to condder the dam type for the modding purpose dams
in mogt portfolios can be separated into a number of didinct types and it is better to
condder sepaate modding for different cdam types. For example, motor accidenta
damage dams might be dasdfied as a cdlisgon, theft, fire, etc. Congdering collison
dam payments further divison may be posshle into insured's own damage and third
paty ligoility (bodily injury and propety damege). The find choice of which dam types
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should be modded spaatdy will depend a lot on quedions of maeidity of daa
avalable. The sgnificant risk factors vary from clam types.

There is an extrendy large number of potentid combinations of independent variables,
epecidly when posshle vaiable interactions ae conddered for esch type of dam
mode. The goproach of sdecting these varidbles is based on a blend of practicd and
ddtisticd condderations and is characterized by the following steps:

" The initid oneway andyss provides important insghts of which varisbles have a
ggnificant effect on dams experience.

® We tet a large number of modds containing the currently used variables plus one or
two additiond ones in order to identify which vaidie contans dgnificant
explanatory power beyond the current plan.

We generdly exclude varigbles:
" With alarge number of missing values,

" With an indgnificant volume outside the default of standard dass or

®  Did not gppear to be corrdated to daim frequency or severity.

Clearly, this andyss can be not exhaudive and it is possble that better modds could ill
be deve oped with the available deta

4. METHODOLOGIES

41 Introduction

The use of multivariate datidicd anadyss techniques makes it possble to investigae
phenomena characterized by a complex informative parimony. The reason why these
techniques are widdy used lies, in ther power of synthess ther &bility to cary out
complete andyss and ther daity. In fact, the purpose of this methodology is to
investigate whether data under review can be represented by some relation between
vaiadbles and find the smplest possble solution which, however, does not lose the power
to predict future trends of the phenomenon under sudy.

The nature of the data and the problems faced normaly determine the choice of the
andyticd technique. Genedly, the dataset, which, in this case, represents an insurance
company’s motor portfolio, contains information of different nature and importance,
which must be gppropriately conddered and summarised. The vaigbles a dispostion
ae, uwdly, of a sodo-demographic type (geographic area, age of the insured, sex,
professon...), which together meke up the Sructurd variables and of a behaviord type
(purchase of a powerful car, type of fud, BonugMaus classes, €tc.).
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The multivariate andyss identifies the dependency and interactions between these
vaiadles, induding when their rdaionship is not obvious, making it possble to presat a
gynthess of explanatory values which minimise the variability of red data and to isolae
the effect of each variable with respect to dl the others.

The datidicd technique of multivariae andyds, which will be used to synthesse the
data, belongs to the dass of generdised linear modd. These modds are an extenson of

the dassc liner modd which, dthough very important, is not capable handling many
gtuations where the objective is to study the interdependency (on average) between a
(dependent) variable Y, and one or more explanatory variables X;. The redrictive
edement of the classic linear mode technique is the assumption of a normd distribution
of observations y and of the eror gructure. In fact, a multrnormd world, though
dedrable, is not redidic. Furthermore, generdised liner modds are aile to synthesse
every kind of varidble response, induding discrete (for example a binomid variable) or
categoricd variables, or variables defined in an interval.

The explanatory (or independent) varidbles that will be used in the multivaiae modd
possess a behaviord and dructurd nature. By usng these varigbles or a combination of
them, a paticular phenomenon represented by a quatitative vaidble may be
“explaned’. In the case of motor insurance, the phenomenon we wish to explain is the
rik of a given combination of explanatory parameters (for example, a 20-year-odd
insured, in bonusmaus dass 14, resdent in a cetan prefecture...). This overdl risk, i.e
the pure premium reflecting the true average cost of such a risk, is cdculated with the
hdp of two indicaors claims frequency and severity. Sometimes it is possble to
modd the pure premium ingead of the two components especidly if the bet
techniques to be used are NN or the decisond trees. In fact, usng these techniques, it is

not necessary to split pure premium into the two components.

The dam frequency is normdly esimaied usng the assumptions of a Poisson
didribution for the firg ard second moment and a multiplicative Sructure (log link). A
dructure of this type will dso be usad for the cost digribution usng the assumptions of a
Gamma didribution. Usng the edtimates obtained from the two datisicd modes, it is
possble to derive a rdativities sructure, which is capable of explaining a suitable part of
the variability of the andysed portfolio and, consequently, setting a tariff sStructure in
keeping with the company’s orientation.

The generd phases of this kind of analyss may be summarised as follows:

1. Define the variables which could be induded in the modd as potentidly useful for
tariff purposes,

2. Define the datisicd elements of the modd, i.e the eror dructure, the link function
between the mean and the linear combination of the potentia variables of the modd;

3. Invedtigate the margind dependency rdationship between the explicaive variables
and the response variable usng saigtica graphics and one-way tebles

10
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4. Deveop the modd usng:

() Saturated modd estimates

(b) Principd effects estimates

(c) Interaction terms estimates

(d) Edimate of the impact obtaned by combining explanaory vaigdle leves

(“grouping”)
(e) Resdud ggphicsandyss
(f) Anomdous vaues (outliers) andyss

5. Invedigae the results which can be obtaned usng dvese link functions or
dependent variable transformations;

6. Obtain etimates of the find modd and the associated standard errors.

4.2 Generdised Linear Modds

4.2.1 Sometheoretical concepts

Assume that vector y, composed of n obsavaions is the redizaion of a random

vaiade Y whose components are independently didtributed with mean . Generd linear
models are defined by three components a random one, a sysemdic one and a link
function. These components are:

m  Random component the dements of Y belong to the exponentid family, are
independent distributed and E(Y)=17 ;

= Systematic component: the explanaory varidbles X...., X, definealinear predictor of
the type:

h=&xb, m

1

where b; represents the unknown parameter to be estimated;

m  Link function: identifies the relation between the systematic and the random part
h =g(m) @
where g(.) is any monotone function (and, thus, its inverse exiss and is defined) and
isdifferentidble in its dominion.
Notice that while it is possble to define more than one link function for each didribution,
the following choices for the link lead to edimates tha are functions of minimd (and
complete) sufficient datistics for the parameters of the linear predictor:
@ Normd Didtribution: | dentity Link
(i) Binomid Didribution: Logit Link

11
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(iii) Poisson Didribution: Logarithmic Link
(iv)  GammaDidribution: Reciprocd Link

These are referred to as naturd or canonica links, while the sufficient datistics, equd in
sze to vector of parameters b, will be XTY. Besdes implying desrable datidticd
properties, these functions behave in such a way that the sysematic component of the
modd is additive in the scde of the link itsdf, this being a very important characteristic
for atariff-setting objective.

In the classic casxe, dl dements of Y ae didributed normdly, have congtant variance and
the link function is the identity:

Y, » N(ms ?)iid. m= 5_ x b, €))

1
As dready mentioned, the hypotheses undelying this modd ae too redrictive and it is
preferable to build a generdisad liner modd, choosng an gppropriate link function and
a suitable probability digribution based on the variable reponse and the data to be
andysed.

In genad, in didributions bdonging to the exponentid family, the vaiance of the
dependent variable may be expressed as afunction of the mean and thus:

Var(Y) = FV() @)
where V() is a known quantity indicated as variance function and F represents the scale
paaneter (congtant but not necessaily known). In case of phenomena distributed
according to a Poisson, the variance function is equd to the mean and we can write:

V(mum ©
In case of a gamma didribution, the variance function is proportiond to the square of the
mean:

V(m p it ©

4.2.2 How to choose a good modd

An important aspect of the multivariate andyss is the sdection of the explanatory
vaiables in the modd. Ther choice is in fact, linked to the problems of goodness of fit

of the modd itsdf. Once the parameters vector b has been estimated, it is important to

veify the obtained reaults with the am of estdol]shing the suitability of the assumptions
and the “closeness’ between the obsarvations and the esimates However, if the modd

includes as many parameters as the number of observaions, it is possble to make the fit
perfect, but we have faled to achieve a reduction in complexity.

Thus gmplidty is dso a dedrable fegure of any modd. The idea is not to indude
parameters that are not needed. The drategy for sdecting the variables is to edimate a
sequence of models beginning, for example, with the smples with only an intercept
(cdled the null modd), and adding explicative varidbles in an iterative way, keeping the
totd deviance under control. Alterndively, it is possble to proceed by fird teding a

12
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complex modd (cdled saurated modd) and then diminating the less ggnificant
vaiables. The null modd “explans’ the vaiability of the data manly usng the random
component and the ovedl mean, while the sauraled modd uses the systematic

component.

In practice, the null modd is too smple and the saturated one does not provide any
gyrnthess of the andysed universe (and, therefore, it has no predictive power). Our am is
to look for an intermediate modd, which is smple but explans the vaiability of the daa
in the best possible manner.

4.2.3 Thedeviance

The datidicd messure generdly used to check the goodness of fit of a modd is the
deviance. This gpproach is based on the concept of discrepancy between the fit and the
“red world’. In our case, the red world will be represented by the actud data, and this
will meke the dating point possble for messuring the synthess capacity of an
intermediate model having p paranges An important messurement for the verification
of the goodness of fit of eech intermediate, hierarchicad or nested modd is the scaed
deviance (¢, f) defined as follows

S(C,f):-2Iog§|—°g:-2log(lc)+2Iog(lf) @

t g

I
where ¢ represents the modd being andysed, f the saturated model and the quantity |—°

f

represents the ratio between the likdihood functions of the two modes. For specific
digributions, the scded deviance may be expressed as a ratio between the deviance D(c,

f) and the scde parameter F (a0 cdlled disperson parameter):

S(c, f) = @ ®

The procedure for choosing the best modd is based on the andyss of the differences
between the deviance of the vaious modds, mantaning the same hypotheses regarding
the dructure of the data - assumptions on firs and seconds moments, error structure and

link function - unchanged. In practice, the datistics are examined a each step, with the
objective of evauaing whether the added parameters increase the explanatory power of

the modd asregardsto lost degrees of freedom, estimating the parameters themselves.

Anocther important measurement of discrepancy is Pearson’s X? datistic defined as:

/\..2

(0]

g
X'=gq=——F— ©)

v&n?

e g

where V( m) isthe variance function estimated for the distribution model considered.
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4.2.4 AnalysesTypeland Type3

Linked to the concept of deviance are the Type 1 and Type 3 andyses. With some limits,
these two andyses make it possble to undestand wha ae the most sgnificant
independent variables to be induded in the modd, what is the bes modd and between
which parameters dependency exigs. Type 1 andyss in the SAS output messures the
tota reduction in deviance after the stepwise introduction of the explanatory factors.

Usng andyss Type 1, a ssquence of modds is generated, beginning with the smple
intercept and adding a new term at every step. Note that the asymptotic digtribution of the
deviance, under the hypothess that the added parameters are equd to zero, is a Chi-
squared with n-p degrees of freedom where p is the number of parameters and n is the
totd number of obsarvations An important issue of this kind of andyss is the
dependency on the order in which the parameters are added in the modd. In order to
explain this property, asmple exampleis presented below.

Suppose we want to understand which varidbles best explan motor dam frequency. The
variables that we want to check are AGE, representing the age of the insured (8 levels):

m  CG, representing the risk group of the vehicle (4 levels), and

m VAGE, representing the age of the vehicle (4 levels). We produce the same mode!
three times, varying the order of the terms.

Tablel
M odel Deviance Explained Degreesof Chi-squared
Freedom
1 638 122
1+AGE 557 8l 115 11.6
1+AGE+CG 326 21 112 771
1+AGE+CG+HVAGE 130 196 109 65.3
Table2
M odel Deviance Explained Degreesof Chi-squared
Freedom
1 638 12
1+CG 402 2% 119 337
1+CG+AGE 326 76 112 10.9
1+CG+AGE+VAGE 130 1% 109 65.3
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Table3
Model Deviance  Explained Degreesof  Chi-squared
Freedom
1 638 12
1+VAGE 552 286 119 95.3
1+VAGE+AGE 24 33 112 9.7
1+VAGE+AGE+CG 130 1 109 513

Notice from the preceding example that the reduction in deviance, obtained by adding
one term & a time, varies with the order of insartion of the term itsdf. This is because the
vaiables involved in the andyss ae not genedly orthogond (i.e uncorrdaed).
Obvioudy, the totd deviance obtained is the same for the three cases and thus we can
condder it to be independent of the order of insartion of terms. From a graphic point of
view, we can represent the tota deviance as the union of the three sub-sets, obtaining the
explanatory power of the model (VAGE)E (CG)E(AGE).

Graph 1

[Age of the insured

| Vehide goup®

Furthermore, it is evident from the tables 1, 2, and 3 tha vaiable age of the vehicle
VAGE isthe most sgnificant factor in explaining the data

The fundamentd difference between the Type 1 and Type 3 andyses is the dependence
on the order of insartion of the factors. In fact, anadyss Type 3 does not depend on the
order. In graphicd terms this quantity represents the non-overlgoping aea if the
consdered varidble were the last one used. The reation between this area and the tota
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deviation of the andyss Type 1 represents the explicative power of the varigble itsdf
towardsthe modd.

The ddidics used in Type 1, Type 3 and deviance andyses are the Chi-square statistic
and the F gdatigic. Suppose Q is the minimised deviance obtained during the edimation
process and d the corresponding number of degrees of freedom (DF). If the explicaive
vaiables tha we have usad in the modd were those that better explan the phenomenon
we ae andysng, then the goproximate digribution of Q would be Chi-sguare with d
DF. In the case of frequency, if there are sufficent cdlams in each cdl, then the
approximation is good and Q may be used to test if we have introduced in the modd dll
the explicative variables that influence the dependent one. If the vadue of the Chrsquare
datigic fdls in the extreme right tall of the theoreticad Chi-square didtribution, then some
important variadbles have nat been induded in the modd and a large pat of the variaion
in the data has dill not been explained. Genegrdly spegking, the Chi-square datistic may
not be valid for two reasons.

1) very often the number of damsin some cdlsis not large enough;
2) thewithin cel variance is not congtant.

These two effects work in oppodte direction, the first one tends to reduce the deviance
and the second one tendsto increase it.

An dternative to the Chi-square tatigtic is the F  gatidtic, which is a much more robust
method. The F datidic is not used to test if a particular modd provides a good fit, but to
compare two different modds one of the two beng a smplified verson of the other.

Suppose that Q, and d; ae the minimised deviance and the corresponding DF of a

modd, and Q, (with d, degree of freedom) the minimised deviance of a dmplified
model. Inorder to text the loss of explanatory power, the following test will be used:

2~ 1 /dz' dl
Flo,-a,00 = © %1) /Ejl ) (10

This datidic needs to be compared to the corresponding vaue of the theoreticd F -
disribution  with [dz- dl,dl] degrees of freedom. If theF -datistic gppears to be
condgent with the theoretica didribution, then the smplified modd can be accepted. If

the F -ddidics accepts the samplified verson of the modd, we can use an iterative
process in order to identify Smpler and smpler modds.

425 Plotof resduals
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A further ingrument for diagnosng the goodness of fit of a modd is the andyss of the
resduds With this indrument we propose to messure the discrepancy between the red

world and its estimate from a grgphicd point of view. The am is to evauate - beyond the
ressonebleness of the assumptions made about the didribution and the link function used

to synthesze the data - the bias, the heteroschedadticity and the possble presence of
anomalous values that require further investigation.

Generdly spegking, the resduds represent the difference between each observaion and
the edimaion point, i.e daum=fitted vauetresdud. Different techniques can be used.

Pearson resduds and the Deviance resduds are the most frequently used.

The Pearson resduds are defined as;

o=

’ (m

(11)

where the numerator represents the difference between the observation and its estimate
(dso known as raw residuds), and the denominator is the Sandard deviation of Y.

The deviance residuals are defined as;
rp =sign(y- m./d (12)

where d, represents the contribution of each unit to the totd discrepancy of the modd.
Whaever the technique used, however, we expect to obtan resduds approximatey
digributed according to a dandardised norma didribution with mean gpproximatdy zero
and congtant variance.

The following graph shows an example of resduds obtained by a severity modd. If the
resduas turn out to be gpproximately centered on zero (the etimates are not biased) and
the trend of the variance is congant (homoscedadtic), then the modd was correctly
chosen because the am of separating the noise from the systematic component is
satisfied.

17



Trans 27" ICA 2002 CristinaMano, Elena Rasa (Brazil)

Graph 2

800 - Deviance versus Fitted Severity
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The plot of resduds is, furthermore, used to verify the possble presence of anomaous
vaues that can turn out to be digorting during the estimating process. In case of severity,
for example, we need to detect those observations that present very large codt, or low
fixed vdues (are they expenses?). Looking at the cogt didribution before garting to meke
any assumptions about the error dructure is a very important step in order to understand
if it is necessxry to drop anomaous obsarvations from the andyds. In case of large
clams for example, we may decide to cgp the cost to a reasonable level and to carry on
with the andysis.

Fom this point of view, in addition to the plots of resduds, some datidicad techniques
ae usd, which make it possble to invedigae whether vaues exig among the daa
which ggnificantly influence the modd parameters the leverage datisics and the Cook
digance. Approximady, an observaion, which has leverage vdue grester than the
quantity 2p/n (where p is the number of parameters of the modd and n is the dimenson
of the data), must be analysed.

The am of the Cook digance is to invedigate these observations and to indicate those
that hae a dgnificant impact on the esimae of the linear predictor. As we look a the
results of the Cook datisic, we will be careful to judge as “outlie@” only those
observaions that do not present sgnificant exposure to judify an impact in the estimates.
Normadly, the observations with a very high Cook distance are diminated.

43  Decison Trees
Decison Trees ae powerful and popular tools for dassfication and prediction, both in a

discrete (in this case known as “dassfication trees’) and in a continuous world (known
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as “regresson trees’). The apped of tree-based methods results a great ded from the fact
that in contrast to neura networks, they produce results that are essy to understand. They
arewiddy used both in the medical fidd and for marketing purposes.

A decison tree is built by partitioning the data set into two or more subsets of
obsarvation, based on the categories of one of the predictor varidbles. After the data-set is
patitioned according to the chosen predictor varigble esch subset is consdered for

further patitioning usng the same adgorithm applied to the entire data-set. Each subset is
partitioned regardless of any other subset.

The process is repeated for each subset until some Sopping criterion is met. This
recursve patitioning forms a tree-like sructure. The “root” of the tree is the entire data

st and the subsats form the “branches’. Subsets that meet a stopping criterion and thus
not patitioned any longer, are known as “leaves’. Any subset in the treg, indluding the
root or leaves, isa*node’.

Decison trees are traditiondly dravn with the root a the top and the leaves a the
bottom. At the root, a test is gpplied to determine which node the record will encounter
next. There are different dgorithms for choosng the initid test, but the god is dways the

same: choosing the test that best discriminates between the target-classes.

All the records that end up a a given leaf of the tree are equdly classfied. There is a
unique peth leading from the root to each leaf and this path is an expresson of the rule
used to classfy the records. At each node in the tree we can measure:

m the number of records entering the node;

m the way those records would be classfied if they were aleaf-node;

m the percentage of records correctly classfied at this node.

According to Bery e d. (1997, p. 282), decisontree methods have the fallowing
drengths:

m they are able to generate understandable rules and results;
m they paform dassficaion requiring little computation;
m they are aleto handle both continuous and categoricd variables,

m they provide adear indication of which varigbles are mogt important for prediction or
classfication.

There are a vaiety of dgorithms for building decison trees which share the desrable
trat of explicability. Two of the mogt popular go by the acronyms CART and CHAID,
which dand, respectively, for Classfication And Regresson Trees and Chi-squared
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Automatic Interaction Detection. These two tools differ a lot in terms of gplitting rules
and philosophica approach.

The CART dgorithm was origindly described by L. Briemen and associaes in 1984.
This fird verson of CART builds a binary tree by splitting the records a each node
according to a function of a gngle input fidd. The firg task is therefore to decide which
of the independent fields makes the best splitter. The best Folitter is defined as one that

does the best job separating the records into groups where a Sngle class predominates.

The measure used to evduate a potentid Flitter is diversity. There are severd ways to
cdculaing the index of diverdty for a st of records. With dl of them, a high index of
diversty indicates that the st contains an even didribution of casses while a low index

means that members of a single dass preval. The best gplitter is the one that reduces the
diversity of the records set by the grestest amount.

How is the best split determined? In some Stuations, the worth of a split is obvious. If the
class proportions are the same in the child-nodes as they are in the parent-node, then no
improvement was made, and the gplit is worthless. But otherwise if a split results in pure
chld-nodes, then the split is undioutedly the best one. Between these two extremes, the
worth of a it is a more difficult decison. The following example shows the concept

just describect
B2 B
/ \
ENE B 5 I N

No improvement

Graph4
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Perfect split

The three mogt widdy used Solitting criteria are based on the Pearson chi-squared test,
the Gini index and entropy.

As dated above, when usng CART the varidbles can be of any type categoricd or
continuous. In case of a TPL portfolio, a possble target could be frequency, severity or,
directly, pure premium. On the other hand, the results of this kind of andyss do not
imply the preference for separding pure premium between the two components
(frequency and severity), like in the case of the GLMs.
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Contrary to CART, the CHAID dgorithm can use excdusvey caegoricd variables.
Ordind predictors are dlowed to be continuous, rather than categoricd, but the amount
of computer time and memory required increases with the number of different vaues.
This technique was fird published by JA. Hatigan in 1975, and it is the most widdy
used, dnce it is digributed as pat of some daidicd packages such as SPSS and SAS.
CHAID descends from an earlier automatic, interaction detection sysem — the AID —,
described by JA. Morgan and JN. Sonquig in 1963. The origind moativation for CHAID
was for the urge to detect datigticd rdationships between varidbles and build a decison
tree. Thisiswhy the method became a more common dassfication tool.

CHAID is concerned with predicting a single varigble, known as the dependent variable
or taget, based on a number of other varigbles the predictors. The predictor varigdle
used to form a partition is chosen to be the variable that is most dgnificantly associated
with the dependent variable accarding to a chi-sguared tes of independence on a
contingency table (a crosstabulation of the predictor and dependent vaiable). The
dopping rue of the CHAID andyss is based on the pvdue of the chi-squared
didribution. A gndl pvadue indicates that the observed associaion between the predictor
and the dependent variable is unlikey to have occurred soldy as the result of sampling
varigbility.

If the predictor has more than two categories, then there may be a large number of splits.
A combinatorid search dgorithm is used to find a patition tha has a smdl p-vaue for
the chi-squared test. For this reason, the CHAID dgorithm is more time-consuming than
any other techniques using decisorHrees analyses.

Once the most dgnificant varidble has been determined using the chi-squared test, the
sdection of an optima number of subclasses is made. The process is repeated for each of
the subdasses until ceatan Sopping criteria ae met. Generdly, the mogt common
soppingrulesare;

m  adgnificance test of a% (i.e., a a% or lower probability that the subclasses have the
same vaue of the dependent variable);

m  amaximum depth of the tree of four/five successive splitsand

m aminimum Sze of the subclasses resulting from the splits. This size varies from
coverage to coverage and is used to achieve a managesble number of classes(i.e, 10
to 20).

Contrary to CART, an interesting festure of CHAID s its asymmetry. Two subclasses on
the same leve (eg., two age-groups) may be further subdivided using different varidbles.
In addition, CHAID may use a varigble previoudy usad a an earlier dage of the tree. It is
possble to identify which independent varidbles are ordered (eg., age or teritory);
CHAID will not combine norncontiguous levels of ordered varidbles The paper by Fsh,
Gdlagher and Monroe, dted in the References gives a good oveview of the CHAID
technique.
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The largest difference between CHAID and CART is tha CHAID dtempts to stop
making the tree grow before over-fitting occurs while CART uses a procedure to prune
the tree back. Another difference is that CHAID is redricted to categorica varigbles and
it is necessxy, or drongly recommended, to proceed with a trandformation of the
continuous varigbles into ranges, or replaced with classes such as high, low, medium
Ancther difference is the symmetry of the results obtained with CART. The management
of missng vaues is one of the most important differences between the two techniques. In
fact, CART andyses tend to produce estimates of the missng leves, while CHAID trests
them just as any other category. This feature is very important in the case under andyss,
given that insurance companies are famous for udng portfolios with badly coded
variables

Decison trees are less gppropriate for estimation tasks when the god is to predict the
vadue of a continuous varigble, such as the severity of dam or pure premium. But they
condg in a good choice when the datamining task is dassfying records or predicting
outcomes. Decison trees are ds0 the best option when the god is to generate rules that
can be easly undergtood, explained and trandformed in anaturd language.

Decison trees can be used dso to refine the varidble levels to be consdered in the GLM
modds For many vaiables it is necessay to refine ther leves expliatly defining or
revisng the number of levels used in the andyss. Upon reading the origind data, we are
forced to define groups for some vaiables (eg. teritory or vehide caegory). The
procedure for defining cdasses for vehide category, and territory is more complex than
for the other variables. This is because the vaues of the variables are not numeric and the
grouping gpproach is not as obvious So, we can use a dedison tree to build the new
groups for these varidbles. Prior to andyzing any of these parameters for grouping, we
dandardize the frequency and severity. Tha is, we remove the effect of dl variables
modded prior to the andyds of the current varidble This involves devdoping GLMs at
each sep to make certain each successve variable is properly normaized.

4.4 Artificid Neurad Networks

The Artificda Neuwrd Network is a sysem roughly inspired on the human brain. It is an
atempt to Imulate, within specidized hardware or sophidticated software, the multiple
layers of dample processng eements caled neurons. Each neuron is linked to some of its
neighbors with varying coefficients of connectivity that represent the drengths of these
connections. Learning is accomplished by adjusing these sStrengths to cause the overdl
network to output gppropriate results.

The mogs basc components of neurd networks are modded after the dructure of the
bran. Some neura network Structures are not close to the bran and some do not have a
biologicad counterpart in the brain. However, neurd networks have a great smilaity to
the biologica brain and therefore alat of the terminology is borrowed from neuroscience.

22



Trans 27" ICA 2002 CristinaMano, Elena Rasa (Brazil)

All naurd neurons have four components dendrites, soma, axon and  Synapses.
Badcdly, a biologicd neuron recaves inputs from other sources (dendrites), combines
them in some way (soma), peforms a generdly nonlinear operation on the result (axon),
and then output the find result (synapses).

The basc unit of the neurd networks, the atificid neurons smulates the four basic
functions of the naturd neurons Artificd neurons ae much smpler than biologicd
ones. In the smplet of the cases the vaious inputs are multiplied by a connection
weight, these products are smply summed, fed through a trander-function to generate a
result, and then the outpui.

The process of designing aneurd network congds of:

arranging neuronsin various layers,

m  deciding on the type of connections exist between neurons on differert layers, aswell
as between the neurons on one specific layer;

m  deciding on the way aneuron receives input and produce outpr;

m  determining the strength of connection within the network by dlowing their network
to learn the gppropriate vaues of connection-weights using atraining data-set.

There are two main areas where neurd networks are used: prediction of future events and
andyss of data by cresting homogeneous classes. Thee types of goplications have a
relevant apped to actuarid work. Predicting is important for invesment drategies, while
andyzing data is relevant for insurance premium rating. In data anayss, NNs are a class
of flexible nonlinear modds used for supervised prediction problems. Yet, being born
from a neurophysology andogy, it is dways percaved as being much more glamorous
than any other datisticd method and for this reason, it has not been used very often. In
the insurance fidd, this methodology hes been tested, but due to the enormous amounts
of time it requires and to the difficulty reading the rexults the GLM is dill the
predominant technique.

The basic bricks of an atificid NN are cdled “hidden units’. These are modeled after a
neuron. Each hidden unit recaeves a liner combination of input varidbles The
coefficients are cdled “weghts’. An activation function tranforms the inputs and then
outputs it to another unit that can then useit asinpuit.

Many different models are cdled NNs. The one most frequently used in daa-andyss is
the MLP (Multi-Layer Perceptron), which is a feed-forward network composed of an
input layer, hidden layers composed of hidden units and an output layer. This sysem is
formed by four components.
m the network architecture

m theactivation function
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m the output activation function
m the method for training the network

The input layer congds in units corresponding to each input varigble. For nomind inputs,
there may be one input unit for esch didinct level. The hidden layers ae formed by
hidden units. Each hidden unit outputs a non-linear function of a linear combination of its
inputs. The output layer has units corresponding to the target. With multiple target
vaiddles or multi-dass (>2) tages there ae multiple output units The following
formula represents an MLP with only one hidden layer and a ngle output unit:

f;)l(target) = bo+W01'H 1P \Woy H2+"'+W0h'H hi
Hi = f (bi+VV|1'X]_+VVi 2'X2+"'+VV|k'Xk) (13

where k is the number of input units h is the number of hidden units b represents the
bias w ae the weights (b and w are the parameters), f(.) is the activation function. The
output ectivation function depends on the scde of the expected vadue of the target. For
binary tagets it is the logidic function. These activaiion functions ae genedly
sgmoidd curves (surfaces).

Each hidden unit outputs a nortlinear transformation H of the liner combingtion of ther
inputs. The liner combination is the net input. The output layer is formed as a linear
combination of the dgmoid surfaces that were generated by the hidden units. An MLP
with one hidden layer is a universal gpproximetion. This means that it can be used in any
Stuation and case with a good degree of accuracy. In practice, MLPs are not that flexible
because the initid parameters (weights and bias) need to be estimated from the data In
addiction to this the number of hidden layers can be huge, which means that the process
can be very onerousin terms of processing time, with aneed of powerful computers.

S. COMPARISON BETWEEN PARAMETRIC AND NON-PARAMETRIC
METHODS

The man benefit of usng GLMs over neurd networks or decidon trees andyss is that
the modds are formulated within a datigicd framework. This dlows dandard datidticd
tests (such as chi-sguared and F tests) to be used for comparing modds, as well as
providing resdud plots for the purpose of modd diagnodic checking. On the other hand,
atificd neurd networks have a number of advantages mainly because they can learn to
solve a problem that is not even precisdy defined. Jugt take possible inputs you can think
of and assign the dedred outputs, train the network using these datasets, and off you go.
Fndly, decsontree andyses ae based on a different philosophy: “divide e imperd’. A
sophidicated mixture between duder andyss and principd  component, which gives
even an inexperienced hand the way of undergtanding the results.
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Brockman and Wright (1999) recommended the risk-premium to be it down into
frequency and severity (average cost) by each type of cdam covered under the policy.
According to them, the reasons for doing thisindude:

m response vaiables for frequency and severity follow different datistica didributions.
Usudly a Poisson error-gructure is used for a frequency modd and a Gamma eror -
sructure for a severity modd. A log link function is usudly used for both frequency
and severity. This choice is more rdated to the fact that the tariff structure used by the
insurance companiesis generdly multiplicative;

m a greder ingght into the underlying cause of dams-expeience vaidility is
provided,

m catan modds are inherently more volaile that others. For example, the average cost
of ligoility dams is likdy to be much more voldile than the frequency of own-
damage dams By modding totd-risk premium rather than glitting it into two parts,
we would not be adle to identify whether an gpparently anomdous trend is the result
of a random fluctuation in ligbility average cos or a genuine trend in the owndamage
frequency.

Risk-premium modding fits redly naurdly within the GLM framework, especidly when
it into its condituent pats. The multivariate andyss should be caried out with as
many relevant risk factors in the modd as posshle The modd parameters can then be
reduced intelligently as pat of the andyds rather than by making prgudgments of the
data The same gpproach is followed by NNs, even if for this case, the risk of over-fitting
is extremey high. If the modd is over-fitted, the risk that the rate maker is running is a
low predictive power of the new gructure (main objectivel).

In GLMs, this risk is much lower and there are a number of test datidics to check on
them. In the case of decison trees, the risk is not high, given tha the splitting occurs only
between the mogt dgnificant variable and the target one The corrdaion and the hidden
relationships between predictors is directly interpreted by CHAID/CART (and expressed
by the nodes), which are more difficultly interpreted by GLMs (type 1 and 3) and by
NNSs.

An dtenative approach to predicting frequency and edimaing severity with two
separate projects and modds is usng neurd network tools to modd both a once This

means that the neurd network tool will dlow for multivariate target varigbles and both
the damflag and the damamount variable can be dmultaneoudy used as multivariate
targets.

Bridgeland e d. (1997) comments that neurd networks can produce better models than
GLMs because;

m linear modds have thar limits using linear gpproximations on red life problems can
leed to anomdies and uncertainty principles;
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m  GLM hasrisks it involves trandforming variables to make the input detalinear. In
problems of any complexity, it requires skills and persstence to understand the
relationships between dl the variables.

Ingead, neurd networks use data to determine what shape the modd should have,
according to the target variable On the other hand, a disadvantage of atificid neurd
networks is the fact that complex nets need vast amounts of time for training. It would be
rather undedrable if, say, two months of immense computing power are required just to

train the network. On the other hand, the output produced by the network aways needs to
be checked because a NN cannot modd what it has never seen. Therefore, if some
representative data is not included during the training period, the network may behave

srangdy if it encounters such gStuation. Therefore, these cases need to be detected by an
obsarving sysem and the NN output should be disabled when it does not make any sense.

Regarding the decison tree andyds, the objectives of a dasdficaion andyss have
higoricaly been:

B to subdivide the populaion into homogeneous groups whose loss cods can be
predicted accurately; and

B to measure each group’s relative share of the total cogts.

The more findy a populaion can be divided while dill producing accurate individud
group edimates, the better the dlocation of costs The decison trees will not address the
second classfication objectiver the dlocation of costs. They will merdy identify the
ggnificant dasses. Other actuarid techniques must be used to determine appropriate
relativities based on these classes, or to find a system to score the classes in such a way to
meke the find result useful for raemekers Both NNs and GLMs outputs are more
aopropriate for the objective of the anadyss implementing a tariff.

Another difference between the three methods andyzed is the management of missng
vaues. There are two ways of deding with missng data

B predicting aclass for cases with missng data

B usng incomplete casesin training

GLMs ddete the obsarvation from the data set. CHAID condders the missng vadue as
any other levd, s0 tha there can be a plit with the missng level as the parent ledf.

CART fills in missng vaues based on the overdl mean. NNs leave the choice to the
user:

W filling in missing vaues basad on the overal meen (or median),

B filling in missing vaues based on a 9ngle dose match (nearest neighbor imputation),
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B building separate modds for each pattern of missng-ness.

6. CONCLUSONS

This paper outlines datidica gpproaches which we bdieve can hep insurance companies
achieve improved profitability. These gpproaches require subgantiad data andyss, in
which gatistical modeling techniques help split the trends and the pattern in the data.

It is crucid not to lose sght of redity. It dso important that theoretica results can have
of practical gpplications and that the methodology is capable of adgpting to the condant
changes in the market practice.

We bdieve that full gatisical anadyss of the company’'s data is essentid in the decison-
making processes related to pricing, where they can be combined with careful
underwriting control  to  hdp improve profitability. Recent  devdopments  in
microcomputer  technology have meant that detalled deigticd can now be caried out
quickly and efficently and there is no longer any need for extensve manframe
processing.

Above we discussed the use of genedized liner modds and thar gpplications in
personal-lines insurance. We have shown that GLMs have a modd and variance dructure
that closdy reflect many of the processes that we often find in insurance. In our
experience, this leads to rdiable and robugt parameter edimation. We have found that
these techniques work wedl on large dadbases with many millions of cdls and large
numbers of risk-factors. In fact, the GLM theory remains the most gppropriate one for use
in insurance companies.

The use of NN systems seems to be very powerful, but without the experience, it is dill a
black box. We believe that the results obtained using this technique are as good as those
obtaned with GLMs, egecidly now tha most computes have high levds of
performance. Also, it is easer to assess peformance given that GLMs are in a ddidica
framework. The ultimate measure of performance of a NN is the expected loss of future
development. With a test-set large enough (or cross-testing), we should be able to reach a
good prediction of future peformance. The goproach based on the peformance of the
methods on future behavior is dso used in the case of dasdfications The red
comparison is therefore the estimatesperformance of the future. A comparison based on
datisical tests has not been possble given tha we ae not comparing parametric
modding of regression with non-parametric smoothing estimetors.
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